














































































































































































































performance gains that could be exploited in both bad and good channel conditions 
with the combination of packet aggregation and proper tuning of TCP MSS, packet 
aggregation is an interesting alternative for improving capacity in wireless mesh 
networks for TCP flows. Our future work will concentrate on fine tuning the adaptive 
packet size equation to suit TCP traffic better. We will also study the impact of 
congestion losses in fixed networks on E2E performance where some hops traverse a 
wireless mesh network, as well as studying different traffic scenarios in the presence 
of hidden nodes, including more hops as well as different hop lengths in the mesh. 
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Abstract. Providing reliable data communications over unreliable wireless 
channels is a challenging task due to the time-varying wireless channel charac-
teristics that often lead to bit errors. These errors propagate to higher layers 
causing loss of protocol data units. ARQ and FEC try to prevent this by provid-
ing a reliable service to the higher layers. Most analytical models proposed to 
date assumed that the ARQ protocol is fully reliable meaning that a frame is 
always successfully transmitted irrespective of the amount of time it takes. In 
this project, we study the effect of a semi-reliable data-link layer on perform-
ance experienced by TCP. We develop an analytical model for a TCP connec-
tion running over a wireless channel with a semi-reliable ARQ, where the num-
ber of retransmission attempts is limited by some number. The model allows to 
evaluate the effect of many parameters of wireless channels on TCP perform-
ance making it suitable for performance optimization studies. These parameters 
include stochastic properties of the wireless channel characteristics, the size of 
protocol data units at different layers, the ARQ/FEC settings, the buffer size at 
the IP layer, and the service rate of the wireless channel. 

1   Background 

Most Internet applications and services, such as WWW, FTP, e-mail, instant messag-
ing, and peer-to-peer file sharing, require guaranteed complete and error-free end-to-
end data delivery. Since these applications and services are predominant is the Inter-
net, error control has become an important issue both in wired and wireless networks. 
In wireless networks, error control requires even more attention than in wired net-
works due to the time-varying wireless channel characteristics that often lead to bit er-
rors. These errors propagate to higher layers causing loss of protocol data units. 

Automatic repeat request (ARQ) and forward error correction (FEC) are very 
popular error control techniques used in wireless networks. ARQ involves using re-
dundant information embedded in the transmitted data to detect errors at the receiver 
and then returning a message to the sender requesting retransmission of the errone-
ously frame. In contrast to ARQ, FEC involves the addition of redundant information 
embedded in the transmitted data so the receiver can detect errors and correct them 
without requiring a retransmission. Adding more check bits reduces the amount of 
available bandwidth, but also enables the receiver to correct more errors. Thus, FEC 
imposes a greater bandwidth overhead than ARQ, but is able to recover from errors 
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more quickly. However, even very powerful error-correcting code may not be able to 
correct all errors that arise in a wireless channel. Hence a further error-control mecha-
nism is required, in which errors in data are detected and the data are retransmitted. 
Due to complementary advantages, ARQ and FEC are often used in combination. 

The maximum number of retransmission attempts is an important configurable pa-
rameter of an ARQ protocol that affects performance of data transmission over wire-
less channels. Setting this parameter to infinity results in completely reliable opera-
tion of the data-link layer. However, when the channel conditions are “bad” for 
relatively long period the delay of end-to-end data delivery increases significantly. 
This may lead to a number of undesirable effects for delay-sensitive applications as 
well as buffer overflow at the source (e.g., wireless access point) and increase of end-
to-end delay for other packets in the buffer. In practice, the number of retransmission 
attempts is usually limited allowing some frames to be lost. In this case, the service 
provided by the data-link layer is considered to be semi-reliable. 

Lost frames propagate to higher layers resulting in loss of IP packets and, conse-
quently, TCP segments encapsulated into these packets. TCP was initially developed 
to operate over wired, rather wireless networks, where the primary cause for packet 
losses is buffer overflow at the IP layer due to network congestion. Since TCP cannot 
distinguish packet losses due to bit corruption in wireless channels from those due to 
network congestion, loss or excessive delay of frames at the data-link layer triggers 
TCP congestion control procedures. Therefore, the choice of ARQ/FEC parameters 
may severely affect TCP performance. 

2   The Model 

Using the earlier obtained results [1], [2], we develop an analytical model for data 
transmission over a wireless channel that explicitly takes into account the effect of a 
semi-reliable data-link layer. Data loss is allowed to occur due to both excessive 
number of retransmission attempts at the data-link layer and buffer overflow at the IP 
layer. The performance metric of interest is long-term steady state goodput of a TCP 
connection running over a wireless channel. Note that within the proposed framework 
we also allow the wireless channel model to follow a quite arbitrary Markov model. 
The developed model is a general framework rather than a model for a particular 
wireless technology. However, it can be easily extended by adding specific details of 
state-of-the-art wireless systems. 
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Abstract. In this paper we propose the ATOM (Adaptive Transport
over Multipaths) architecture to enable real-time communications in
Wireless Mesh Networks (WMNs). WMNs provide robust communica-
tion facilities which are even available when certain other systems fail.
On the other hand, real-time applications (e.g., IP telephony, video con-
ferencing) in WMNs suffer from transmission errors, high delays, etc.
caused by the unreliable wireless medium. ATOM reduces these effects
by using path diversity and multi-stream coding. At the session establish-
ment, ATOM decides on the used parameter set (encodings, paths etc.)
considering current network conditions and collected historic data. Then,
after the session establishment, the effect of this decision is continously
monitored. If necessary, the decision is adapted.

1 Motivation

Wireless Mesh Networks (WMNs) emerge as an important technology for in-
creased wireless network coverage [1] and are becoming more and more popular
(MIT Roofnet [2], deployments in cities [3] etc.). Wireless mesh nodes are inter-
connected by wireless links and therefore WMNs do without a wired backbone.
A mesh network is automatically established over the wireless links among the
mesh nodes. This multi-hop wireless ad-hoc network is dynamically adapted by
its self-organization capability. As all communication inside a WMN is using
wireless links, there is no need for a wired backbone like in conventional wire-
less access networks. This makes the deployment of WMNs relatively easy and
cost-efficient.

WMNs provide a robust and redundant communication infrastructure even
in situations where existing systems, e.g. GSM (Global System for Mobile Com-
munications), might be overloaded or fail. WMNs are robust against partial fail-
ures. Unlike the GSM network, where the failure of one base station disconnects
a whole region, WMNs can tolerate node and link failures due to redundancy and
self-organization in the network. Therefore, WMNs provide increased network
resilience. This makes them an interesting candidate for real-time emergency
communications, e.g. IP telephony or video conferencing.
? The work presented in this paper was supported by the Swiss National Science

Foundation under grant number 200020-113677/1.
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Unfortunately, the performance of real-time communication suffers from the
quality variations of the wireless links in WMNs. The quality of real-time com-
munications is degenerated. The noisy communication channel can cause bit
errors in the data transmission. This requires either additional redundancy or
retransmissions and therefore reduces the bandwidth. Moreover, fluctuations in
the received signal strength due to interference or other changes in the environ-
ment can cause link failures. High delays or packet loss rates for the transmission
are the consequence. The end user then gets bad quality in his received trans-
mission, e.g., high rate of artefacts, stumbles, or even interruptions. This makes
the deployment of real-time applications a challenging task.

Path diversity and multi-stream coding offer support for real-time applica-
tions in WMNs. Usually, multiple paths in the network are not affected by the
same errors, delays, jitter and loss rates at the same time. Their error charac-
teristics are mostly uncorrelated. Therefore a transmission over multiple paths
(path diversity) can compensate the effects of the wireless medium by adding
redundancy to the transmission. Instead of simply sending the stream multiple
times, advanced multi-stream coding schemes such as layered (LC) or multi-
description coding (MDC) can be used [4–6]. Layered coding requires the error
free reception of at least the base layer stream to reconstruct the input stream.
Whereas in multi-description coding, any combination of received streams can
be used for reconstruction. The appropiate selection of encoding and the num-
ber of paths depends on the situation [7]. Therefore, the coding selection, the
number of used paths, and the mapping of the streams to the individual paths
have to be dynamically adapted according to current network conditions.

We propose a new architecture for adaptive transport over multipaths (ATOM)
to solve this optimisation problem. ATOM enables real-time communications in
WMNs by using path diversity and multi-stream coding. The architecture is
described in the next section.

2 Architecture of Adaptive Transport over Multipaths
(ATOM)

The ATOM architecture enables real-time communication in WMNs. For this
purpose, it combines path diversity and multi-stream coding with dynamic adap-
tation to the current network conditions. Multi-path routing delivers multiple
independent paths, the application provides several multi-stream encodings, and
the ATOM architecture selects the appropiate set of paths, encoding, and map-
ping of streams to paths. The decision is supported by network measurements,
monitoring, and statistical evaluation. It is adapted if the network conditions
have changed.

The ATOM architecture at the end system is shown in Fig. 1. It consists of the
following components which are then described in more detail: ATOM controller,
ATOM aware application, history and statistical analyzer (HSA), monitoring
and measurement system (MMS), multipath routing, path allocator, and end-
to-end signalling. Besides these components at the end system, ATOM requires
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at least the installation of multi-path routing at all mesh nodes. Furthermore,
it makes sense to include HSA and MMS in the mesh nodes. The component
placement is discussed later.

Multi-Path Routing

MDC 
Encoding

Encoding Plugins

Internet

Network

Transport

ApplicationMDC Decoding
Decoding Plugins

multiple
streams

Path 
Allocator

Playout scheduler

ATOM aware Application
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signalling

HSA
monitoring

AT
O

M

Fig. 1: ATOM end system

The ATOM controller is the central component of the system. It gathers
control data and makes the decision about the used communication configura-
tion. The ATOM controller receives data about the available encodings from
the application(s), available paths from the multi-path routing, the robustness
of the path or individual links from the HSA, and current network conditions
from the MMS. Considering this data set, it optimises the parameters for the
transmission. This includes the paths to be used, the encoding algorithm (multi-
description or layered coding), the number of streams to be encoded, and the
mapping of the streams to the paths. If necessary, the ATOM controller triggers
the discovery of new paths at the multi-path routing. According to the feedback
from the MMS or the application the controller reevaluates the current situation
and adapts the transmission parameters accordingly.

The ATOM aware application has to implement the ATOM application pro-
gramming interface (API) in order to use the ATOM framework. The ATOM API
permits the communication with the ATOM controller to exchange the available
configuration options and to get the configuration parameters back. The ATOM
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aware application informs the controller about available codecs and coding op-
tions at the initialisation of the transmission. It then receives the configuration
set (encoding, number of streams) from the controller. During an ongoing com-
munication, the application (or user) can give feedback to the ATOM controller
in order to revise its decision and to release new parameter settings for this
transmission.

ATOM introduces a history and statistical analyser (HSA) to further support
the decision process of the ATOM controller. HSA analyses the received data
from MMS and provides robustness information about individual paths, regular-
ities and periodicities to the ATOM controller. The received measurement data
from the MMS is analysed and stored as a compact meta data description. The
description contains information about the stability (fluctuations in availability,
bandwidth, and delay) of the paths and the links during the last week, days,
hours, and minutes. It further lists remarkable regularities and periodicities in
bandwith, delays, and outages.

The monitoring and measurement system (MMS) observes the network con-
ditions and the quality of ongoing transmissions. This is done by active (network
probes) and/or passive measurements. The measurement results are then sent to
the ATOM controller as description of the current network state and to the HSA
for statistical evaluation. In addition, MMS monitors the current transmissions
and provides quality feedback to the remote ATOM controller at the destination.

The required multiple paths from source to destination are delivered by a
multi-path routing protocol to the ATOM controller. There are several multi-
path routing protocols existing, e.g., AODVM [8], SMR [9], and MP-DSR [10].
We therefore propose to adapt an existing multi-path routing protocol to the
ATOM architecture. The routing protocol has to deliver paths that are as in-
dependent as possible with certain quality of service (QoS) requirements, e.g.,
delay below 150ms. The independence of the paths is important in order to take
profit of the path diversity and not to be affected by single link and node failures.
Moreover, the routing protocol has to deliver the paths marked with a degree of
independence (shared links, shared nodes) and QoS parameters to the ATOM
controller for the decision making process. We currently favor source routing
protocols like SMR and MP-DSR as they deliver the full path in the route dis-
covery process. This eases the path allocation according to QoS parameters. In
addition, each packet includes the whole path, which simplies the monitoring.
However, we will evaluate several candidate protocols for routing.

Multi-channel communication can significantly increase the throughput of
WMNs. The routing protocol has to consider the presence of multiple channels
and radios in its routing decision in order to fully take advantage of the multi-
channel communication. This requires more advanced routing metrics than hop
count. The hop count metric is based on the wrong assumption that a link either
works or not. Packet loss, bandwidth, varying delays, and (self-)interference are
not considered. Different enhanced routing metrics are existing, e.g., MIC (Met-
ric of Interference and Channel-Switching) [11], and iAWARE [12]. iAWARE
seems to be the most appropriate metric to start with as it incorporates packet
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loss, bandwidth, intra-flow interference, and inter-flow interference considering
signal strength and traffic amount of the interfering flows. We will therefore
evaluate and adapt iAWARE as routing metric for our multi-path routing.

The path allocator is reponsible for the allocation of the individual streams
from the application to the paths according to the settings received from the
ATOM controller. It also delivers the received streams to correct application at
the destination.

End-to-end signalling is required for adjusting the parameters at both com-
munication peers. The ATOM aware applications have to signal their encoding
options to the ATOM controller and the ATOM controller has to inform the ap-
plications and its remote ATOM peer about the used parameter set. A possible
signalling protocol for this purpose is SIP (Session Initiation Protocol).

The ATOM components can be placed at different locations in the WMN.
Either all components are included in the end system (see Fig. 1) or the core
components are only situated in the WMN at the first and last hop router. The
placement in the end system requires modifications at each individual client.
Besides the ATOM aware application, the ATOM core components have to be
installed on the client. This requires modifications in operating system compo-
nents and all ATOM components have to be provided for the different operating
systems of the client devices. Another possibility is to include the ATOM com-
ponents only in the mesh nodes. In this case, only the ATOM aware application
has to be installed on the client devices. There is no need for porting the ATOM
core components to the different client operating systems. They have only to
be available for the mesh nodes. The ATOM aware application then communi-
cates with the ATOM controller over TCP/IP. Compared to the approach with
ATOM at the end system, the mesh only ATOM system may depend on the
transmission quality of the link between client and ATOM mesh node. In addi-
tion to these approaches, the ATOM architecture supports a combination of the
both approaches (some clients with ATOM core, some without) or even legacy
applications by interception of the traffic at the border mesh nodes.

3 Summary and Future Work

Wireless Mesh Networks provide a reliable and robust communication infras-
tructure even in situations where other systems may fail. But, it is a challenging
task to use them as communication backbone for real-time emergency commu-
nications such as IP telephony and video conferencing. The main problem are
transmission errors, link errors, packet loss, high delays, and high delay vari-
ations caused the unreliable and erroneous wireless medium. This makes the
deployment of real-time applications difficult as the user perceived audio/video
quality is degenerated (stumbles, artefacts, high delays, or connection losses).
Our proposed ATOM (Adaptive Transport over Multipath) architecture pro-
vides a comprehensive solution for the support of real-time communication in
WMNs. It reduces the effects of the unreliable and erroneous wireless medium
by using path diversity, multi-stream coding, and dynamic adaptation.
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The presented ATOM architecture is work in progress and we are currently
specifying its details. We have also started to implement and test parts of the ar-
chitecture in a network simulator. Further ongoing activities are the elaboration
of decision making process of the ATOM controller and the statistical analysis
in HSA. We also plan to implement and evaluate the ATOM architecture on
our Linux based wireless mesh network. In order to perform experiments in the
WMN at our institute, we have developed a remote management and software
distribution solution [13].
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Abstract. The handover process in WLAN involves the use of bandwidth for 

the necessary signaling and protocols. Several mobility models are available for 

simulating WLAN and MANET having different impact on the network 

performance. This paper shows the impact of the mobility model on the cell 

residence time (i.e. time connected to the same access point) in networks with 

infrastructure designed for pedestrians. To this purpose, ns-2 simulations are 

run with different mobility models and number of access points. The time 

between changes of access point (i.e. handover) is studied as a random variable. 

The research proves that the impact of the model is very strong when compared 

to the predictable impact of the terminal speed. In some cases the handover rate 

is almost doubled by only changing the mobility model while maintaining the 

average speed. The coefficients of variation are low or very low showing that 

the connection process (i.e. arrivals to access points) follows distributions with 

low or very low peakedness factor. 

Keywords: Mobility models, handover, cell residence time, WLAN. 

1   Introduction 

Mobility models play an important role in the analysis of several issues in wireless 

networks, such as handover, channel holding time, resource allocation, location 

updating, and others. In [1], the authors provide a comprehensive survey of mobility 

models and prove through simulation that the nodes’ movements have a noticeable 

impact on the performance of an ad hoc network. In [2], Qin et al. simulate a CDMA 

network to study the relationship between the handover rate and the mobile speed. In 

[3], results of the cell residence time and the channel holding time distribution in 

cellular mobile systems are obtained after simulating a cellular network. Authors 

show that the generalized gamma distribution is adequate to describe the cell 

residence time distribution of handover calls. In [4] and [5], a proposal is presented to 

dynamically construct the mobility pattern followed by a node and use this history in 

order to predict future location and then reserve resources for the handover. 

The handover process has an impact on the network performance since it uses 

bandwidth for the necessary signaling and protocols. For a given layout of Access 

Points (AP) in a WLAN it is predictable that the faster the terminals’ movement the 
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higher the handover rate [2]. It is also predictable that for more APs covering the 

same area the handover rate will increase. The consequence of more access points is a 

better coverage, reliability and traffic capacity. However, it cannot be neglected that 

more APs introduce complexity and lower traffic capacity per AP due to the increased 

handover rate. 

This paper deals with the time that a terminal remains under the coverage of the 

same AP in a WLAN of small size designed for pedestrians. This is carried out by 

running ns-2 simulations for different number of AP and mobility models. For a 

terminal continuously connected to the WLAN, the cell residence time (i.e. time 

connected to the same AP) is the time between handovers, hence the inverse of the 

handover rate. 

2   Mobility Models 

In this Section the mobility models used in this work are briefly described: Random 

Walk, Random Waypoint, Gauss-Markov (see [1] for a comprehensive survey on the 

models considered in this paper and others). 

In the Random Walk model (RWalk), a node progresses from its current location 

by randomly choosing a direction and speed in which to travel; both direction and 

speed are selected from predefined ranges, [0, 2π] and [vmin, vmax] respectively. The 

node is allowed to travel in such direction and with the given speed for a predefined 

time or for a predefined distance [1]. If a node reaches a simulation boundary, it 

“bounces” off the simulation border with an angle determined by the incoming 

direction, and then continues along this new path. RWalk produces highly 

unpredictable movements, such as sudden stops and sharp turns: they occur because 

current speed and direction is independent of past speed and direction.  

The Random Waypoint model (RWpnt) was originally proposed in [6]. In this 

model, each node is assigned an initial location (p0), a destination (p1) and a speed; 

both p0 and p1 are chosen independently and uniformly on the region in which the 

nodes move. The speed is chosen uniformly (or according to any other distribution) 

on an interval (vmin and vmax) independently of both the initial location and 

destination. After reaching p1 (i.e. after moving on a leg, as movement with a given 

direction and speed is defined), a new destination and a new speed are chosen 

according to their distributions and independently of all previous destinations and 

speeds. The node may also remain still for a random pause time before starting its 

movement towards the next destination. Such a model is used in many prominent 

simulation studies of ad-hoc network protocols [1, 7, 8]. Similarity of RWpnt with 

pause time set to zero with RWalk has been stressed in [1].  

Spatial node distribution for the RWpnt mobility model has been investigated in 

recent years. Starting from a formal description of the model in terms of a discrete-

time stochastic process, in [8] Navidi and Camp derive the stationary distribution for 

location, speed and pause time for the RWpnt model in a rectangular area, and 

provide an implementation of their method for ns-2 simulator. In [12], Bettstetter et 

al. extend results for circular regions, using approximations at certain steps; in [7], 

Hyytiä et al. derive an analytical expression for the node distribution in an arbitrary 
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convex region, without using approximations; the analysis is at the basis of [13] in 

which authors present an exact analytical formula for the mean arrival rate at a cell. 

The Gauss–Markov Mobility Model (Gauss) was originally proposed for the 

simulation of a PCS [9]; it introduces the concept of a drift in the node’s movement. 

Initially, each node is assigned a current speed and direction. At fixed intervals of 

time, movements occur by updating the speed and direction of each node. The next 

location is calculated based on the current location, speed and direction of movement, 

according to the following equations:  
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where si and di are the new speed and direction of the node at time interval I; α, where 

0≤α≤1, is the tuning parameter is used to vary the degree of randomness in the 

mobility pattern; s  and d  are constants representing the mean value of speed and 

direction as n � ∞; 
1ixs

−

 and 
1ixd

−

 are random variables from a Gaussian distribution: 

with α=0 Random Walk movements are obtained, while with α=1 linear motion is 

generated [1]. This model forces a node which is moving away from the area 

boundaries, to go back to it; therefore, the field size is automatically adapted to the 

node movements after scenario generation.  

In [1] several examples of paths followed through different mobility models are 

depicted and analyzed proving that both RWalk and RWpnt tend to concentrate 

node’s movements in the center of the area, while Gauss does not. On the other hand 

Gauss-Markov can eliminate the sudden stops and sharp turns of RWalk since next 

movement depends on the current one.   

3   ns-2 Simulator and Scenarios 

This study is based on simulation performed with ns-2 [10]. An 802.11 Mobile Node 

(MN) is moving in the simulation area while continuously sending data to a target 

node that remains static (i.e. AP1). The handover process is identified through the 

analysis of the messages interchanged with the AP. Different scenarios and different 

mobility models have been taken into account. A brief description follows.  

The setdest tool from the CMU Monarch group is the mobility generator included 

in ns-2. The setdest tool determines each leg movement (i.e. a destination (x,y) and a 

speed) and computes how long does it take to reach destination at such speed: next leg 

will start from that point. If pauses are settled, in next movement MN may remain still 

for a predefined time (i.e. according to pause distribution). It is clear that the length of 

the leg is not constant, but depends on the speed used (i.e. higher speeds mean shorter 

legs). This implementation follows the RWpnt mobility model described in Section 2. 

If pause time is set to zero (i.e. RWpntU and RWPnt0), we obtain a movement which 

is very similar to that of RWalk [1].  
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Table 1.  Mobility models and parameters used in simulation.  

 RWpntU RWpnt0 RWpnt1 RWpnt10 Gauss 

Minimum speed [m/s] 0.7 0.7 0.7 0.7 0.7 

Maximum speed [m/s] 2.0 2.0 2.0 2.0 2.0 

Speed type Uniform Normal Normal Normal Normal 

Actual average speed [m/s] 1.23 1.28 1.26 1.14 1.30 

Pause type Constant Constant Uniform Uniform Uniform 

Pause [s] 0 0 1 10 1 

 

In this work, vmin and vmax are fixed to 0.7 and 2.0 m/s, respectively, as shown in 

Table 1; simulation was performed setting different pause time and speed 

distributions. Note that the average speed is not the mean between vmin and vmax, since 

the duration of each movement at a given speed is not constant. In [13], authors 

provide the probability distribution of the node’s speed at an arbitrary point of time, 

which is expressed by the following formula:  

 

* 1 1
( ) ( ),

[1/ ]
v v

f v f v
E v v

= ⋅ ⋅  
(3) 

 

where fv(v) is the speed distribution settled by the user (i.e. uniform or normal). E[1/v] 

is assumed to be finite. In case of use of pause time, the probability distribution of the 

node’s speed is expressed by:  

 

*
( ) ( | ) ( | ) (1 ),

v v pause v pause
f v f v Paused P f v NotPaused P= ⋅ + ⋅ −  (4) 

where the conditional density ( | )
v

f v NotPaused  equals the density * ( )
v

f v  in Eq. (3). 

It is possible to compute the average time-weighted speed for RWpnt model. As an 

example, we derive the average time-weighted speed for RWpntU, for which speed 

fv(v) is uniformly distributed between 0.7 and 2.0: 

 

2.0 2.0 2.0

*

0.7 0.7 0.7

1 1 1
[ ] ( ) ( ) 1.23,

[1/ ] 0.80756
v vE v v f v dv v f v dv v dv

E v v v
= ⋅ = ⋅ ⋅ ⋅ = ⋅ =

⋅
∫ ∫ ∫  

(5) 

 

where E[1/v] can be evaluated, according to [8], as: 

 

2.0

0.7

1 ln(2.0 / 0.7)
[1/ ] ( ) 0.80756.

2.0 0.7
vE v f v dv

v
= ⋅ = =

−
∫  

(6) 

Analytical calculations for the average speed match the values obtained from 

simulation and showed in Table 1. An example of the time-weighted speed 

distribution * ( )
v

f v  for RWpnt0 is shown in Fig. 1. 
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Fig. 1.  Time-weighted speed distribution  for RWpnt0 model (vmin=0.7 m/s, vmax=2.0 m/s). 

 

For the Gauss-Markov model, the Bonn Motion Java software [11] has been used, 

which slightly differs from the original Gauss-Markov model. The main difference is 

that the new speed and direction are simply chosen from a normal distribution with a 

mean of the respective old value. In the reminder of the paper, we will refer to this 

“modified” Gauss-Markov model as “BM-Gauss”. 

Three scenarios have been considered in this study. The simulation area is a square 

with side of 200 meters, in which a number of static nodes (i.e. AP) have been placed. 

The number of APs is 4, 9 and 16, representing three designs with minimum full 

coverage, reasonable overcoverage and overcoverage for high capacity respectively. 

The important rule while positioning these AP’s is to guarantee that they can always 

stay connected considering that the maximum distance is 100m. Table 2 displays (x, 

y) coordinates of the location of the static nodes in each scenario. 

To study the dependency of the cell residence time with the mobility pattern we put 

a mobile node (MN) moving inside the simulation area according to one of the 

mobility models. Table 1 shows the parameters used for each model in our 

simulations. The total time of the simulation is 50 hours leading to samples of 400 to 

1400 residence times, enough for achieving trustable statistics. 

Table 2. AP locations in different scenarios: coordinates (x; y).  

 4AP  9AP  16AP  

AP1 50.1; 50.1 AP1 33.3; 33.3 AP1 25; 25 AP9 25; 125 

AP2 149.9; 50.1 AP2 100; 33.3 AP2 75; 25 AP10 75; 125 

AP3 149.9; 149.9 AP3 166.7; 33.3 AP3 125; 25 AP11 125; 125 

AP4 50.1; 149.9 AP4 166.7; 100 AP4 175; 25 AP12 175; 125 

 - AP5 100; 100 AP5 175; 75 AP13 175; 175 

 - AP6 33.3; 100 AP6 125; 75 AP14 125; 175 

 - AP7 33.3; 166.7 AP7 75; 75 AP15 75; 175 

 - AP8 100; 166.7 AP8 25; 75 AP16 25; 175 

 - AP9 166.7; 166.7     
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3.1   Handover handling in ns-2 

The handover is identified through the analysis of the messages interchanged with 

the AP. In ns-2 simulator, a handover is performed when MN looses connection with 

its AP. According to the antenna parameters used in our simulation, the transmission 

range is 100 m. We detect the start of HO through the AODV error message that MN 

will send in order to find a new path to its destination (i.e. AP1). The path is always 

chosen as the shortest path between them: it follows that, with different APs locations, 

since MN always follows the same path with a given mobility model, the time at 

which MN looses connection with the current AP will be different in each scenario; 

depending on its position at that time, AODV will select a different path. As an 

example, Fig. 2 shows the path followed by MN during the first 1000s according to 

RWpntU model in a scenario with 4 and 9 APs, respectively. MN starting position is 

(164.4; 110.9). In the first scenario, MN will associate to AP2 (i.e. positioned at 

(149.9; 50.1), as shown in Table 2) which delivers its data to the destination AP, since 

the distance between MN and AP1 is higher than 100m at t=0; after 150s, it will be 

too far from AP2 and then performs HO and associates to AP1, since at that time it is 

within its coverage area. In 9AP scenario, MN firstly associates to AP5 which is at 

one step from AP1 (i.e. farer than 100m from MN); after 342s, it looses connection, 

performs HO and finally associates to AP6, in order to reach its destination.  

 

 
Fig. 2.  RWpntU movement pattern during the first 1000s and MN position at first HO in 

scenarios with 4 and 9 AP. 
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It can be observed that, in 4APs scenario, the probability for MN to stay in the area 

covered by AP1 (which means that it will directly connect to it) is 49.79%. It can be 

calculated as the proportion between the area of the circular sector centered in AP1, 

with 100m radius and limited by the intersections with the simulation area boundaries 

(i.e. points (136.6; 0) and (0; 136.6)) and the total simulation area (i.e. 200x200 

square). The same probability in 9APs scenario is reduced to 38.74% (i.e. the circular 

sector is now centered in (33.3; 33.3), which is AP1 location in this scenario), has the 

same radius of 100m and intersects simulation area boundaries at (127.6; 0) and (0; 

127.6)). The probability that MN in 4APs scenario will connect to one of the two AP 

that stay at one step from AP1 (i.e. AP2 and AP4) is the probability for MN to stay in 

the area covered by AP2 or by AP4, but not covered by AP1. It can be computed as 

proportion between the union of the circular areas centered at AP2 and AP4, minus 

the circular area centered at AP1 (of course, only the area inside the simulation square 

is considered): that is 41.90%. The same probability in 9APs scenario grows to 

67.30%, since there are three AP at just one step from AP1 (i.e. AP2, AP5, and AP6) 

and one of them nearly covers the whole simulation area (i.e. AP5). We should 

expect, then, that cell residence time will increase in the latter scenario. 

5   Results and Analysis 

Table 3 displays the mean cell residence time. Since the MN is continuously 

connected (i.e. the average time during which MN is not connected is always less than 

100 ms) this is the time between two consecutive handovers. The duration of the 

residence time is longer for slower average speeds, produced by longer pause times in 

this case: only BM-Gauss does not follow this figure and provides the highest value. 

The importance of the mobility model applied is proved by the noticeable difference 

between the residence time for the Gauss-Markov and the RWpnt0, both with nearly 

the same average speed (i.e. 1.30 m/s and 1.28 m/s, respectively). The residence time 

is about the double for the Gauss-Markov meaning that the number of necessary 

handovers is about the half. The movement pattern of the Gauss-Markov model is not 

composed of straight lines and is much smoother than the movements created by the 

RWpnt. Straight lines tend to increase the handover ratio while bends can keep the 

terminal under the coverage of the same AP for a longer time. 

We also observe that scenario with 9AP provides the highest average residence 

time, except for BM-Gauss model. As commented before, this increase with respect to  

 

Table 3.  Average cell residence time (in seconds) and its squared coefficient of variation for 

each scenario and mobility model.  

      4AP      9AP     16AP 

RWpntU 148 / 0.56 191 / 1.30 144 / 1.48 

RWpnt0 135 / 0.49 168 / 1.27 127 / 1.38 

RWpnt1 138 / 0.51 174 / 1.33 128 / 1.44 

RWpnt10 155 / 0.57 189 / 1.18 145 / 1.34 

BM-Gauss 382 / 0.82 250 / 1.24 247 / 1.46 
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Table 4.  Average number of handovers per hour and AP.  

 4AP 9AP 16AP 

RWpntU 6.08 2.09 1.56 

RWpnt0 6.67 2.38 1.77 

RWpnt1 6.52 2.29 1.75 

RWpnt10 5.81 2.11 1.55 

BM-Gauss 2.36 1.6 0.9 

 

a scenario with less AP is consequence of an higher probability that MN moves in the 

area covered by AP2, AP5 or AP6 (i.e. one of the three APs that offers one-step-

distance path to destination AP1) and not covered by the same AP1. In 16APs 

scenario, such probability decreases since the number of APs at less than 100m from 

AP1 is still 3 and the area covered by them is less than in the previous scenario: this 

leads to a decrease in the average cell residence time, as observed in column 4 of 

Table 3. Squared coefficients of variation of the residence time show figures that are 

never high (i.e. always lower than 1.5). For a low number of APs, coefficients of 

variation lower than one suggest that handover arrival process is smooth; 

approximating this process by Poisson would lead to conservative figures in the 

design. For overcoverage, the coefficient of variation remains near to unity; 

approximating by Poisson can keep a certain degree of accuracy. It must be noticed 

that in all cases the coefficient of variation increases together with the number of AP. 

Table 4 shows the average number of handovers per hour and AP. This figure 

decreases when the number of AP is increased. This is mainly a consequence of the 

overcoverage: the share of layout covered by more than one AP is larger for more 

APs.  

6   Conclusions 

In this work the impact of different mobility models in scenarios with a different 

density of AP has been studied. Simulation proves that it is not always true that, with 

a higher number of nodes, the average residence time decreases as one should expect. 

This is almost a consequence of the algorithm used for performing a handover, of the 

cell coverage and the routing protocol (i.e. shortest path in this study). With the same 

number of AP, the average residence time is longer if MN moves according to Gauss-

Markov mobility model (i.e. smoother changes of direction and higher probability of 

staying around) and shorter if a memory-less model is used. The impact of using a 

specific mobility model can be almost twice the handover ratio for the same layout 

and average speed, stressing the importance of its choice when studying wireless 

network performances.  
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